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 Further on we decided to qualitatively analyze the responses of participants in terms 

of their temporal distribution (Figure 11). We plotted the timelines of the responses, 

indicating duration of time between each responses and color-coding the applied dimension 

of move.  

Figure 11. Timelines of all participants with indication of dimension of move 

20

 In the second hypothesis, which referred to the number of times a dimension of move 

was changed, we obtained one significant result - the correlation between the number of 

dimension changes and the Fluency score, with  b = -0.9308, SE = 0.457, z = -2.035 and p = 

0.042. The goodness of fit was confirmed by the chi2 value equal to 38.6 whereas for the 

number of subjects included in the experiment (18) and the significance value = 0.05, the 

border value is 26.296 (see Table 2). 

Figure 1. Regression models for all scores based on entropy

Table 2. Summary of results for all scores with the number of changes between dimensions as an independent 
variable

Table 1. Summary of results for all scores with entropy as an independent variable
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Exploratory analyses 

 The richness of the obtained data inspired us to further analyze the collected material. 

We combined the answers of all subjects and compared the number, duration and semantic 

distance for each dimension of abstraction (Figure 3). 

 In the confirmatory part of the analysis we checked the relation between the entropy 

of probabilities of using a given dimension and the scores of the divergent thinking. Upon 

qualitatively assessing the differences between the dimensions of move in the descriptive 

analysis, we thought it could be possible that some of the dimensions are more correlated 

with the scores than the others and they might be individual features in the predictive model. 

To check this intuition we applied a Multiple Regression to the probabilities of all the 

dimensions obtained for each participant. Since all the probabilities for every subject sum up 

to 1, we first checked the multicollinearity of the variables. To do this we used a correlation 

Figure 3. Count, duration and semantic distance per dimension of move across all participants

Figure 2. Regression models for all scores based on entropy
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matrix and VIF score. From the heat map none of the variables were correlated more than 

0.75 (Figure 4) with one another, but the VIF scores showed results high enough to forbid us 

from performing the multiple regression on the current model (Figure 5). 

 Since the group  Not aware is not a dimension per se (it is more a lack of thereof), we 

decided to exclude it from the model and we checked the VIF scores again (Figure 6).  

 The current model allowed us to perform multiple regression on it, without the risk of 

multicollinearity between the independent variables. Again, we used multiple regression for 

Originality and Flexibility scores and Poisson Regression for the Fluency score. None of the 

results obtained were significant for any of the scores. The R2 was 0.354 for originality and 

Figure 4. Heat map of correlations  
between the averaged probabilities of each dimension

Figure 6. VIF scores for averaged probability of 
each dimension after excluding „not aware”

Figure 5. VIF scores for averaged probability of each 
dimension
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 The last part of the exploratory analysis is the analysis of the semantic space. After 

applying PCA dimension reduction to the vectors obtained through Sentence Transformers 

model we were able to visualize the semantic space obtained from all the words in the study. 

We qualitatively compared the paths of all the participants through the semantic space. Below 

are shown the semantics paths of the two participants with highest score, separately for 

Originality, Fluency and Flexibility (Figure 12-14).  

Figure 12. Comparison between semantic exploration of subjects with 
the highest scores on Originality

Figure 13. Comparison between semantic exploration of subjects with 
the highest scores on Flexibility

Figure 14. Comparison between semantic exploration of subjects with 
the highest scores on Fluency
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Visualizing semantic space made it also possible to analyze the distribution of explorative 

and exploitative moves within the space, which is shown on the example of one participant 

(Figure 15). 

Discussion 

Confirmatory results  

 In the confirmatory part of the analysis we obtained three significant correlations 

within the hypotheses tested: correlation between Entropy and Flexibility, correlation 

between Entropy and Originality and correlation between Number of Changes and Fluency. 

First two results refer to the hypothesis that there is a relation between the composition of 

dimensions used in a Verbal Fluency Task and the potential for divergent thinking measured 

through the Originality, Flexibility and Fluency scores. The last result refers to the second 

hypothesis that the number of changes between the dimensions relates to the potential for 

Figure 15. Example of exploration-exploitation path on the semantic space. The red 
dots correspond to exploration, meaning that the semantic distance between this 

element and the previous one is considered long. The blue dots correspond to 
exploitation, which refers to the semantic distances considered short, and possibly 

within one subdomain

Domain

Kingdom

Species

Phylum

Class

Order

Genus

Family

25

 Further on we decided to qualitatively analyze the responses of participants in terms 

of their temporal distribution (Figure 11). We plotted the timelines of the responses, 

indicating duration of time between each responses and color-coding the applied dimension 

of move.  

Figure 11. Timelines of all participants with indication of dimension of move 

21

Exploratory analyses 

 The richness of the obtained data inspired us to further analyze the collected material. 

We combined the answers of all subjects and compared the number, duration and semantic 

distance for each dimension of abstraction (Figure 3). 

 In the confirmatory part of the analysis we checked the relation between the entropy 

of probabilities of using a given dimension and the scores of the divergent thinking. Upon 

qualitatively assessing the differences between the dimensions of move in the descriptive 

analysis, we thought it could be possible that some of the dimensions are more correlated 

with the scores than the others and they might be individual features in the predictive model. 

To check this intuition we applied a Multiple Regression to the probabilities of all the 

dimensions obtained for each participant. Since all the probabilities for every subject sum up 

to 1, we first checked the multicollinearity of the variables. To do this we used a correlation 

Figure 3. Count, duration and semantic distance per dimension of move across all participants

Figure 2. Regression models for all scores based on entropy

22

matrix and VIF score. From the heat map none of the variables were correlated more than 

0.75 (Figure 4) with one another, but the VIF scores showed results high enough to forbid us 

from performing the multiple regression on the current model (Figure 5). 

 Since the group  Not aware is not a dimension per se (it is more a lack of thereof), we 

decided to exclude it from the model and we checked the VIF scores again (Figure 6).  

 The current model allowed us to perform multiple regression on it, without the risk of 

multicollinearity between the independent variables. Again, we used multiple regression for 

Originality and Flexibility scores and Poisson Regression for the Fluency score. None of the 

results obtained were significant for any of the scores. The R2 was 0.354 for originality and 

Figure 4. Heat map of correlations  
between the averaged probabilities of each dimension

Figure 6. VIF scores for averaged probability of 
each dimension after excluding „not aware”

Figure 5. VIF scores for averaged probability of each 
dimension

22

matrix and VIF score. From the heat map none of the variables were correlated more than 

0.75 (Figure 4) with one another, but the VIF scores showed results high enough to forbid us 

from performing the multiple regression on the current model (Figure 5). 

 Since the group  Not aware is not a dimension per se (it is more a lack of thereof), we 

decided to exclude it from the model and we checked the VIF scores again (Figure 6).  

 The current model allowed us to perform multiple regression on it, without the risk of 

multicollinearity between the independent variables. Again, we used multiple regression for 

Originality and Flexibility scores and Poisson Regression for the Fluency score. None of the 

results obtained were significant for any of the scores. The R2 was 0.354 for originality and 

Figure 4. Heat map of correlations  
between the averaged probabilities of each dimension

Figure 6. VIF scores for averaged probability of 
each dimension after excluding „not aware”

Figure 5. VIF scores for averaged probability of each 
dimension

26

 The last part of the exploratory analysis is the analysis of the semantic space. After 

applying PCA dimension reduction to the vectors obtained through Sentence Transformers 

model we were able to visualize the semantic space obtained from all the words in the study. 

We qualitatively compared the paths of all the participants through the semantic space. Below 

are shown the semantics paths of the two participants with highest score, separately for 

Originality, Fluency and Flexibility (Figure 12-14).  

Figure 12. Comparison between semantic exploration of subjects with 
the highest scores on Originality

Figure 13. Comparison between semantic exploration of subjects with 
the highest scores on Flexibility

Figure 14. Comparison between semantic exploration of subjects with 
the highest scores on Fluency

27

Visualizing semantic space made it also possible to analyze the distribution of explorative 

and exploitative moves within the space, which is shown on the example of one participant 

(Figure 15). 

Discussion 

Confirmatory results  

 In the confirmatory part of the analysis we obtained three significant correlations 

within the hypotheses tested: correlation between Entropy and Flexibility, correlation 

between Entropy and Originality and correlation between Number of Changes and Fluency. 

First two results refer to the hypothesis that there is a relation between the composition of 

dimensions used in a Verbal Fluency Task and the potential for divergent thinking measured 

through the Originality, Flexibility and Fluency scores. The last result refers to the second 

hypothesis that the number of changes between the dimensions relates to the potential for 

Figure 15. Example of exploration-exploitation path on the semantic space. The red 
dots correspond to exploration, meaning that the semantic distance between this 

element and the previous one is considered long. The blue dots correspond to 
exploitation, which refers to the semantic distances considered short, and possibly 

within one subdomain

25

 Further on we decided to qualitatively analyze the responses of participants in terms 

of their temporal distribution (Figure 11). We plotted the timelines of the responses, 

indicating duration of time between each responses and color-coding the applied dimension 

of move.  

Figure 11. Timelines of all participants with indication of dimension of move 

21

Exploratory analyses 

 The richness of the obtained data inspired us to further analyze the collected material. 

We combined the answers of all subjects and compared the number, duration and semantic 

distance for each dimension of abstraction (Figure 3). 

 In the confirmatory part of the analysis we checked the relation between the entropy 

of probabilities of using a given dimension and the scores of the divergent thinking. Upon 

qualitatively assessing the differences between the dimensions of move in the descriptive 

analysis, we thought it could be possible that some of the dimensions are more correlated 

with the scores than the others and they might be individual features in the predictive model. 

To check this intuition we applied a Multiple Regression to the probabilities of all the 

dimensions obtained for each participant. Since all the probabilities for every subject sum up 

to 1, we first checked the multicollinearity of the variables. To do this we used a correlation 

Figure 3. Count, duration and semantic distance per dimension of move across all participants

Figure 2. Regression models for all scores based on entropy

22

matrix and VIF score. From the heat map none of the variables were correlated more than 

0.75 (Figure 4) with one another, but the VIF scores showed results high enough to forbid us 

from performing the multiple regression on the current model (Figure 5). 

 Since the group  Not aware is not a dimension per se (it is more a lack of thereof), we 

decided to exclude it from the model and we checked the VIF scores again (Figure 6).  

 The current model allowed us to perform multiple regression on it, without the risk of 

multicollinearity between the independent variables. Again, we used multiple regression for 

Originality and Flexibility scores and Poisson Regression for the Fluency score. None of the 

results obtained were significant for any of the scores. The R2 was 0.354 for originality and 

Figure 4. Heat map of correlations  
between the averaged probabilities of each dimension

Figure 6. VIF scores for averaged probability of 
each dimension after excluding „not aware”

Figure 5. VIF scores for averaged probability of each 
dimension

22

matrix and VIF score. From the heat map none of the variables were correlated more than 

0.75 (Figure 4) with one another, but the VIF scores showed results high enough to forbid us 

from performing the multiple regression on the current model (Figure 5). 

 Since the group  Not aware is not a dimension per se (it is more a lack of thereof), we 

decided to exclude it from the model and we checked the VIF scores again (Figure 6).  

 The current model allowed us to perform multiple regression on it, without the risk of 

multicollinearity between the independent variables. Again, we used multiple regression for 

Originality and Flexibility scores and Poisson Regression for the Fluency score. None of the 

results obtained were significant for any of the scores. The R2 was 0.354 for originality and 

Figure 4. Heat map of correlations  
between the averaged probabilities of each dimension

Figure 6. VIF scores for averaged probability of 
each dimension after excluding „not aware”

Figure 5. VIF scores for averaged probability of each 
dimension

26

 The last part of the exploratory analysis is the analysis of the semantic space. After 

applying PCA dimension reduction to the vectors obtained through Sentence Transformers 

model we were able to visualize the semantic space obtained from all the words in the study. 

We qualitatively compared the paths of all the participants through the semantic space. Below 

are shown the semantics paths of the two participants with highest score, separately for 

Originality, Fluency and Flexibility (Figure 12-14).  

Figure 12. Comparison between semantic exploration of subjects with 
the highest scores on Originality

Figure 13. Comparison between semantic exploration of subjects with 
the highest scores on Flexibility

Figure 14. Comparison between semantic exploration of subjects with 
the highest scores on Fluency

27

Visualizing semantic space made it also possible to analyze the distribution of explorative 

and exploitative moves within the space, which is shown on the example of one participant 

(Figure 15). 

Discussion 

Confirmatory results  

 In the confirmatory part of the analysis we obtained three significant correlations 

within the hypotheses tested: correlation between Entropy and Flexibility, correlation 

between Entropy and Originality and correlation between Number of Changes and Fluency. 

First two results refer to the hypothesis that there is a relation between the composition of 

dimensions used in a Verbal Fluency Task and the potential for divergent thinking measured 

through the Originality, Flexibility and Fluency scores. The last result refers to the second 

hypothesis that the number of changes between the dimensions relates to the potential for 

Figure 15. Example of exploration-exploitation path on the semantic space. The red 
dots correspond to exploration, meaning that the semantic distance between this 

element and the previous one is considered long. The blue dots correspond to 
exploitation, which refers to the semantic distances considered short, and possibly 

within one subdomain

Semantic Space of Distributional Models as compared to Human’s Abstract Categorization 
and Roots for Creative Association

Episodic

Cultural
Animals

Insects

Pets

Birds
Savannah

Ungulates

Zoo

Imagery
Taxonomy

Feature extraction

Meta-cognitive
Formal

DIGITAL VS. HUMAN

MAIN STUDY

MODEL COMPARISON

Clustering between domains and within domains Individual differences

CONCLUSIONS

References

GloVe polish embeddings
glove_100_3_polish.txt [1]

GloVe from translation
glove.42B.100d.txt [2]

BERT polish - averaged last layers
allegro / herbert-large-cased [3]

Sentence Transformers
paraphrase-multilingual-MiniLM-L12-v2 [4]

Urszula Kuczma, University of Warsaw  Joanna Rączaszek-Leonardi, University of Warsaw   Kristian Tylén, Aarhus University

For further questions please contact Urszula Kuczma at urszulakuczma@gmail.com

Presented work shows the role of distributional semantics in 
divergent thinking / creativity study. It also indicates how such 
research can create potential for developing computational 
creativity models. The purpose of the main study was to discover:
- what strategies people use when associating concepts
- whether application of different strategies influences creative 
potential

Fig 1. The domain chosen in the study 

Fig 4. Example of hierarchical categorization 
of concepts

Fig 5. Position of non-clustered noise words 
in the GloVe Polish semantic space

Fig 6. Example of differences within semantic space between participants

Fig 7. Future directions of development

Fig 2. Scheme of the task Fig 3. Possible strategies of associations (non-exhaustive)

Distributional Semantic Model was essential in the study to compare the distances between the 
concepts (flexibility of responses). In the past this measure was specified by independent judges, now 
it is mostly obtained through cosine similarity of vectors. We compared several currently available 
models and the resulting semantic spaces can be seen below (visualization through PCA dimension 
reduction [6]). To check validity of the models in terms of approximating human concepts 
categorization we used clustering method - HDBSCAN [5]. 

As we could see above, the models are not fully capable of recognizing sub-domains, especially since 
many of the words from a given category can be fairly interchangeable grammatically and 
contextually. One of the things that distinguishes a human semantic space from a distributional model 
is the level of details. Human knowledge structure can posses vast hierarchy of elements, e.g. 
taxonomy system (fig.4). 

In this work we assessed the applicability of distributional semantics models to reflect human semantic 
knowledge. We discovered certain shortcomings, but also possibilities for improvement. We propose 
to advance from semantic space representation to ‘conceptual’ space representation. It is especially 
vital in the research of computational creativity, where both extensive exploration of the semantic 
space and validation of relevance of the responses is needed. 

1. Dadas S., (2019) A repository of Polish NLP resources
2. Pennington J., Socher R., Manning C. D.  (2014). GloVe: Global Vectors for Word Representation
3. Mroczkowski, R., Rybak, P.,Wróblewska, A., and Gawlik, I. (2021). HerBERT: Efficiently Pretrained 
Transformer-based Language Model for Polish
4. Reimers N., Gurevych I. (2019) Sentence-BERT: Sentence Embeddings using Siamese 
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Open Source Software, 2(11), 205, 
6.  Pedragosa et al. (2011) Scikit-learn: Machine Learning

Such ‘conceptual’ space could possibly be obtained via combination of modalities - creating similarity 
distances not only through linguistic representation, but also visual or auditory. This is one of the topics 
we would like to expand our research with. Another aspect is creating a “surprise” factor differentiating 
individual human semantic spaces, namely episodic memories. This would allow for less obvious 
connections and possibly spark more of the creative exploration, present in the initial phase of 
ideation.
   

Multi-modality of semantic space

Computational episodic memory
Further research

Hierarchical and parallel dependencies

The other important aspect of human semantic space is its uniqueness. Each person has a different 
semantic space (with more emphasis e.g. on experience, vision or language). What is more, semantic 
space of an individual can also change, based on time or external factors. The semantic space used 
commonly to compare between participants is more of a social product of such individual spaces. 

The results show that static models like GloVe seem more appropriate for this type of task, producing 
more easily identifiable conceptual clusters. Nevertheless, it seems that computationally obtained 
semantic spaces, based purely on linguistic input, might not be sufficient to accurately represent 
complexity of human abstraction (generalization and feature extraction). The character of discovered 
strategies of association indicate possibility of creating multi-modal concept space as solution.

Some farm mammals 

11 Clusters recognized e.g. 8 Clusters recognized e.g.:

In the main study participants were asked to perform a Verbal 
Fluency Task followed by an interview, to first obtain their 
associative path (manner in which they listed animals one by 
another) and then discuss with them what was the reason behind 
what they said in relevance to the previous response (if there was 
any conscious reason).

This task helped us to reveal certain strategies (Fig 3.) behind the 
process of associating. We confirmed a hypothesis that there is a 
correlation between the manner in which one uses these strategies 
and one’s creative potential. This outcome indicates that the 
structure of semantic space and the manner of “moving” through 
it, also for digital agents, matters for the creativity of the outcome.

Some apes
Some animals from 

10 Clusters recognized e.g.: 9 Clusters recognized e.g.:

21 unrecognised words
2 Unclear clusters
1 Cluster including only compounds

0 unrecognised words
7 Unclear clusters

9 unrecognised words
1 Unclear cluster
1 Cluster including only compounds

Some fish 
Some forest animals
Some flying animals (only 

0 unrecognised words
2 Unclear clusters

Some types of bears (3)
Some types of parrots (3)
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 In the second hypothesis, which referred to the number of times a dimension of move 

was changed, we obtained one significant result - the correlation between the number of 

dimension changes and the Fluency score, with  b = -0.9308, SE = 0.457, z = -2.035 and p = 

0.042. The goodness of fit was confirmed by the chi2 value equal to 38.6 whereas for the 

number of subjects included in the experiment (18) and the significance value = 0.05, the 

border value is 26.296 (see Table 2). 

Figure 1. Regression models for all scores based on entropy

Table 2. Summary of results for all scores with the number of changes between dimensions as an independent 
variable
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