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(1) Evaluating model 
explanations is challenging.
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HCI & user studies with humans

measures: faithfulness
software: Quantus
benchmarks: XAI-Bench
leaderboards: OpenXAI



2019

Many articles have been published in 2020 

describing new machine learning-based 

models for [detection and prognostication 

of COVID-19], but it is unclear which are of 

potential clinical utility. [...] Our review finds 

that none of the models identified are of 

potential clinical use due to methodological 

flaws and/or underlying biases.

2021

Explainable machine learning: 
from credit scoring to precision 
diagnostics in bio-medicine
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We explain black-box machine learning for...

(1) Validation & debugging

(2) Scientific insights

(3) Model improvement
ema.drwhy.ai
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https://ema.drwhy.ai/


H. Baniecki, D. Parzych, P. Biecek. The Grammar of Interactive 
Explanatory Model Analysis. arXiv preprint, 2022.
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Baniecki et al. The Grammar of Interactive Explanatory Model Analysis. arXiv preprint, 2022. 7/19



Baniecki et al. The Grammar of Interactive Explanatory Model Analysis. arXiv preprint, 2022.

interactivity

sequence

process

8/19



H. Baniecki, P. Biecek. modelStudio: Interactive Studio with 
Explanations for ML Predictive Models. JOSS, 2019.

ML in PL 2019
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Baniecki et al. The Grammar of Interactive Explanatory Model Analysis. arXiv preprint, 2022.

Goal: see if an interactive and sequential analysis of a model 
brings value to explaining black-box machine learning

Research question: Do juxtaposing complementary 
explanations increase the usefulness of explanations?

Usefulness: accuracy and confidence of human decision-making

Target group: model developers, not domain experts
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User study: a 45-minute questionnaire



Baniecki et al. The Grammar of Interactive Explanatory Model Analysis. arXiv preprint, 2022.

A case study of Acute Kidney Injury (AKI) prediction

hospital

decision

patient
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Q1: one explanation for 
a given patient case

Q2: two explanations 
for the same patient

Q3: four explanations

Baniecki et al. The Grammar of Interactive Explanatory Model Analysis. arXiv preprint, 2022. 12/19



Baniecki et al. The Grammar of Interactive Explanatory Model Analysis. arXiv preprint, 2022.

…8 more patient cases…
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46 respondents -> 31 full responses



Baniecki et al. The Grammar of Interactive Explanatory Model Analysis. arXiv preprint, 2022.

Answers aggregated 
over 30 respondents

Analogous results for 
“Correct answer: YES”

How to draw conclusions?
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Baniecki et al. The Grammar of Interactive Explanatory Model Analysis. arXiv preprint, 2022.

Accuracy:  frequency of proper answers given by 30 respondents

Its variance:  accuracy aggregated over 12 patient cases
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Baniecki et al. The Grammar of Interactive Explanatory Model Analysis. arXiv preprint, 2022. 16/19



Baniecki et al. The Grammar of Interactive Explanatory Model Analysis. arXiv preprint, 2022. 17/19
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(1) Evaluating explanations with human subjects is challenging.

(2) Our user study indicates that an interactive sequential 
analysis of a model has a potential to increase the accuracy
and confidence of human decision making.

Baniecki et al. The Grammar of Interactive Explanatory Model Analysis. arXiv preprint, 2022.



Details? See the paper on arXiv! Questions?

Paper: arXiv:2005.00497

Contact: 
www.hbaniecki.com
h.baniecki@uw.edu.pl

Call for 
postdocs ;-)
www.mi2.ai
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