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NERF: NEURAL RADIANCE FIELDS

Instant Neural Graphics Primitives with a Multiresolution Hash Encoding (nvlabs.github.io)
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https://nvlabs.github.io/instant-ngp/


NERF: NEURAL RADIANCE FIELDS

How do they work?
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NERF: NEURAL RADIANCE FIELDS
How do they work?

NeRF: Neural Radiance Fields (matthewtancik.com)
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https://www.matthewtancik.com/nerf


NERF: NEURAL RADIANCE FIELDS
How to extract color of the pixel?

▪ The model predicts occupancy for a given point

▪ The model predicts color based on the given point and view direction

▪ All samples along the ray are taken into account when calculating final pixel color

▪ Color is a weighted sum of colors of samples on ray, according to the equation below
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NERF: NEURAL RADIANCE FIELDS
How to extract color of the pixel?

▪ Coarse network

▪ Fine network

▪ Calculate CDF from coarse network

▪ Sample uniformly from CDF and invert it
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distance distance

distance distance



NERF: NEURAL RADIANCE FIELDS
Neural network architecture

Where p is either (the same encoding for both input position and direction):

x – points coordinates in 3d space

d – direction vector in 3d space

MLP + ReLU layer
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IMPROVEMENTS
Positional encoding – Multidimensional hash encoding

Instant Neural Graphics Primitives with a Multiresolution Hash Encoding (nvlabs.github.io)
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https://nvlabs.github.io/instant-ngp/


IMPROVEMENTS
Positional encoding – Spherical harmonics

Δ2 – MSE between voxel and next voxel

V – voxel considered

d – value in the encoding

PlenOctrees for Real-time Rendering of Neural Radiance Fields (alexyu.net)
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https://alexyu.net/plenoctrees/


HASH-NERF
Better encoding = Smaller network (~8 times)

▪ Smaller occupancy network

▪ Cheaper to check if the point should be evaluated further

▪ Allows for skiping empty space

▪ No more coars and fine distinction!

▪ Bigger color network

▪ Much faster convergence in terms of iterations needed 
(25k vs 500k)

▪ Much faster convergence in terms of iterations per second 
(100k rays/s vs 10k rays/s)

▪ Less compute needed
(few minutes vs days)

▪ Larger batch size allowed

MLP + ReLU layer
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MIP-NERF: A MULTISCALE REPRESENTATION FOR ANTI-ALIASING NEURAL 
RADIANCE FIELDS 

Because pixel information is inperfect

Better quality overall several datasets

- 31.1 PSNR for NeRF (~days)

- 33.5 PSNR for MIP-NeRF (~hours)

- 33.1 PSNR for HashNeRF (~minutes)
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NERF: NEURAL RADIANCE FIELDS
Results with depth map

Depth map can be obtined with sending a ray and seeing when it hits something (occupancy above threshold).
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NERF: GENERATING 3D WORLD
Images are okay, but what about 3d representation

▪ Can render any camera positions, moving in 3d world

▪ We can generate pointclouds base on depth map

▪ Converting pointclouds to mesh might be needed if desired

▪ Filtering from background/noise is possible, but has to be done

▪ We have to choose between:

▪ Speed/resources with HashNeRF approach

▪ Quality with MIP-NeRF approach

▪ You would be able to train it by your own!
NeRF implementation will be available on GitHub:

▪ https://github.com/NVIDIA/DeepLearningExamples
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https://github.com/NVIDIA/DeepLearningExamples


QUESTIONS?
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