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Augment Existing Development Centers

Scale Globally 

Provide EMEA Regional Support

Silicon Valley

Singapore

Poland

Backend Frontend Database / 
Big Data DevOps

• Java
• Microservices
• Spring Boot
• Hibernate
• Akka
• Spark
• Storm
• Node.js

• Microfrontends
• React.js
• TypeScript / 

JavaScript

• Cassandra
• Oracle
• InfluxDB
• Redis
• Kafka
• MongoDB

• Cloud: AWS, 
GCP

• GitHub
• GitHub 

Actions
• Jenkins
• Rancher
• APIGee
• Ping

ML

• Energy 
Efficiency

• Predictive 
Maintenance

• Malfunction 
Detection

Recruiting! See here

Equinix Product Development Center

https://careers.equinix.com/warsaw-product-development-center
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Go here for more info.

Sustainability @Equinix

https://sustainability.equinix.com/
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Reinforcement Learning for Data centers
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Data Center Energy Consumption: A Survey, https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=7279063

Data Center Mechanical System

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=7279063


© 2022 Equinix, Inc. 8

Agent
(PPO2,SAC,Sarsa, 

Random)

Resources: 
1. EnergyPlus
2. Gym-Eplus
3. Stable baselines 3

Data Center Simulation

https://energyplus.net/
https://github.com/zhangzhizza/Gym-Eplus
https://github.com/DLR-RM/stable-baselines3
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PUE (Power Usage Effectiveness) - Reward

𝑅𝑒𝑤𝑎𝑟𝑑 = 𝑃𝑈𝐸 + 𝑇𝑜𝑡𝑎𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛
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Offline Reinforcement Learning:
Chiller optimization
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Offline Reinforcement Learning – chiller optimization problem

Real time 
environment 

data 
sensing

ML/AI 
technology

SmartView
(DCIM)

Real time 
environment 

data 
sensing

Predictive 
Analytics

Environment 
Model

Agent
(PPO2,SAC,Sarsa, 

Random)

Loosely based on: MOReL: Model-Based Offline Reinforcement Learning

https://arxiv.org/pdf/2005.05951.pdf
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Reward – feasibility and savings 

-

Power saving potential
=

Observed
-

Predicted Power 
Consumption

Penalties for:
• Not rejecting all the heat
• Overloading chillers
• Going into unexplored regions
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Savings quantified

Some patterns identified:

• turning on/off some chillers in order not 
to run too many of them

Avoiding unexplored regions

Results on historical data
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Conclusion
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Conclusion
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Key take aways

• Optimizing the PUE / lowering energy consumption

• Data center simulations are good testing ground for RL 
agents

• If deploying an agent is not straightforward, offline RL can 
demonstrate the potential

Next steps

• Extend the Offline RL approach to the whole data center 

• Compare various models and approaches

• Deploy the agent trained with Offline RL



Thank you!
alessandro.seganti@eu.equinix.com


